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Research Interest:

• Feed-Forward Reconstruction: ZPressor, PM-Loss, VolSplat

• Dynamic Reconstruction: Street Gaussians, DriveGen3D

• Interactive Generation: WonderTurbo

Webpage: https://lhmd.top

Email: wangweijie@zju.edu.cn

Wechat: zju-lhmd
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About Me

https://lhmd.top/zpressor/
https://aim-uofa.github.io/PMLoss/
https://aim-uofa.github.io/PMLoss/
https://aim-uofa.github.io/PMLoss/
https://lhmd.top/volsplat/
https://zju3dv.github.io/street_gaussians/
https://arxiv.org/abs/2510.15264
https://wonderturbo.github.io/
https://lhmd.top/zpressor/
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3D Reconstruction

https://kaldir.vc.in.tum.de/scannetpp/benchmark/nvs
Fast3R: Towards 3D Reconstruction of 1000+ Images in One Forward Pass. CVPR 2025.

Inputs: 2D observed views

Outputs: 2D novel views

Contents: 3D Scenes

Novel View Synthesis

Tasks



ZPressor – Weijie Wang 43D Gaussian Splatting for Real-Time Radiance Field Rendering. ACM Transactions on Graphics.
NeRF: Representing Scenes as Neural Radiance Fields for View Synthesis. ECCV 2020.

Voxel Point Cloud Mesh Occupancy 
Networks Neural Radiance Field (NeRF) 3D Gaussian Splatting (3DGS)

There is no canonical representation in 3D. We chose 3DGS since it performs the best for NVS in general.

3D Representations
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Representation

Rendering

Optimization

3D Gaussian Splatting for Real-Time Radiance Field Rendering. ACM Transactions on Graphics.

3DGS use Gaussians with:
𝜇: Gaussian center position (xyz)
𝛼: opacity; (how transparent)
Σ: covariance; (scale, rotation)
𝑐: color; (spherical harmonic)

3D Gaussian Splatting (3DGS)



ZPressor – Weijie Wang 6
3D Gaussian Splatting for Real-Time Radiance Field Rendering. ACM Transactions on Graphics.

1. Time: requires applying the optimization process 
to each scene (20+ mins)

2. Space: requires additional permanent storage for 
the 3D representation of each scene (10+ M)

The bicycle scene takes: ~50 mins, ~100 M

Here , we refer to the inria's version of 3DGS; 
NOT those improved models such as sparse-view 3DGS, fast-training 3DGS, 3DGS compression, etc.

Note: 

Limitations of Per-Scene based 3DGS
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Almost all feed-forward 3DGS networks use this paradigm.
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Gaussian Parameters 
(𝜇, 𝛼, Σ, c)

Image

Image

Image

NVS Image

Pipeline of Feed-Forward 3DGS
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Inputs: Multi-view images, with corresponding camera poses

Outputs: Pixel-align 3D Gaussians for the scenes

NVS: Render the predicted 3DGS from novel viewpoints

Mvsplat: Efficient 3d gaussian splatting from sparse multi-view images. ECCV 2024.

Example: MVSplat
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Per-Scene Optimization Feed-Forward

Time:
Space:

10+ mins
10+ M

Time:
Space:

Real-time or a few seconds
Direct inference, no permanent storage

Per-Scene VS Feed-Forward
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We need denser views to provide more 
information, but at the same time not be 

influenced by redundancy.

High memory 
and latency

Efficient
Extraction

Feed-Forward 3DGS

Image
s
Image
s
Image
sImages

Image
s
Image
s
Image
sTarget

The scalability of feed-forward 3DGS is 
fundamentally constrained by the limited 

capacity of their networks.

Fast3R: Towards 3D Reconstruction of 1000+ Images in One Forward Pass. CVPR 2025.

Invisible area

Surface

Challenges in Feed-Forward 3DGS
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Variational Information Bottleneck for Effective Low-Resource Fine-Tuning. ICLR 2021.

Information Bottleneck Theory
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Significant amount of redundant information
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Information Flow in FF 3DGS
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High memory and 
latency

Bottleneck-aware
compress

Low compute
source, high
performance

Efficient
Extraction

Feed-Forward 3DGS

ImagesImagesImagesImages

ImagesImagesImagesTarget

Feed-Forward 3DGS + ZPressor

PSNR: 4.65dB ↑
Time: ~70% ↓
Memory: ~80% ↓

ImagesImagesImagesTarget

1. Compression Score: Minimizing I(𝒳, 
𝒵)

2. Prediction Score: Maximizing I(𝒵, 𝒴)

Note: The mutual information (MI) of two 
random variables I(⋅,⋅) is a measure of the 
mutual dependence between the two 
variables.

Bottleneck-Aware Compression
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Anchor View 
Selection

Support-to-anchor 
Assignment

Views Information 
Fusion

Zpressor: Overview
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Anchor View Selection

K=5; N=3
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View Groups after Step 1 and Step 2

• Once anchor views are selected, each support view is assigned 
to its nearest anchor based on camera position. 

• This grouping ensures that support views, which capture 
complementary scene details, are paired with the most 
spatially relevant anchor views. 

• This pairing thereby ensures the effectiveness of information 
fusion. 

• Formally, the cluster assignment to the i-th anchor view can be 
denoted as:

Support-to-anchor Assignment



ZPressor – Weijie Wang 17

Anchor 
Feature

Cross-Attn

Support 
Feature

Self-Attn
Anchor-
Support 

View Split
MLP

×H	layer

Design of Feature Fusion Networks. Feature Fusion by Cross-Attention, 
Self-Attention and MLP.

Views Information Fusion
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Results on DL3DV with DepthSplat
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Results on RE10K with MVSplat and pixelSplat
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Qualitative comparison

20

DepthSplat DepthSplat+ZPressor DepthSplat DepthSplat+ZPressor
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Qualitative comparison
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MVSplat MVSplat+ZPressor MVSplat MVSplat+ZPressor
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Cross Dataset Generalization on ACID
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Model Efficiency

Linear no more: constant memory, constant time.
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Analysis of bottleneck:
• Different levels of complexity 

benefit from different 
bottlenecks

• Effective compression preserves 
essential scene information.

Bottleneck Analysis and Ablation Study
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ZPressor exhibits limitations when processing scenarios with an extremely high density of input views.

DepthSplat + ZPressorInputs (~500 views)

Limitations
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Novel View

Pixel-aligned Feed-forward 3DGS

Cross-view
Matching

Per-pixel
Prediction

Gaussians

Gaussian
Merge

Rendering

Constrained Gaussian density
Wrong multi-view alignment

Previous Feed-Forward Methods
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x

Voxel-aligned Feed-forward 3DGS (Ours)

Gaussians

Feature
Unprojection and

Refinement

Voxel-aligned
Prediction Rendering

Novel View

No reliance on multi-view alignment
Adaptive Gaussian density

VolSplat
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Depth Maps
Voxel-aligned 

PredictionUnproject

Gaussians

Input Images

Pipeline
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Ground TruthMVSplat TranSplatGNN DepthSplat OursContext

SoTA Performance
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PM-Loss
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DriveGen3D
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ZPressor’s project page. 
Paper, code and models 

are available.

Weijie Wang’s WeChat. 
Actively seeking 

internship opportunities.

More Information

Conclusion:
• ZPressor is a lightweight, 

architecture-agnostic 
module designed for 
scalable feed-forward 
3DGS

• We bridges IB principle 
and 3D generative 
modeling, offering a new 
perspective on scalable 
3D scene reconstruction.


